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Objectives

= Be able to use logistic regression for classification

= Understand the link between logistic regression and
ROC curves, AUC, sensitivity and specificity

= Appreciate trade-offs associated with selecting
classification cut-offs.

Clinical and Translational Science Center 3

HEALTH



Classification

Objective: Based on observed data,
develop a rule that assigns patients
to a group of clinical interest.

Examples:

Cancer vs. No Cancer
Responder vs. Non-responder
Adverse event vs. No adverse event

Note: Classification often entails converting a
guantitative value to a qualitative value which
results in some loss of information

Mass in the right lung

. ) . \
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Motivating Example: CA-125 for Ovarian Cancer Diagnosis
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CA-125 is a glycoprotein with potential as a
biomarker for ovarian cancer.

Data of CA-125 levels in serum of women
diagnosed with stage lll/IV ovarian cancer and
women with benign ovarian masses.

In(CA-125)

CA-125 higher in women with cancer
« Benign: 3.1 units/mL (natural log transformed)

« Cancer: 5.7 units/mL (natural log transformed)

Highly significant difference: t-test p-value < 0.001
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Benign Cancer
Diagnosis

Note overlap in distributions
No rule will be perfect.
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CA-125 Classification Rule

Consider a threshold value of 4 and classify
Benign: log(CA125) < 4
Cancer: log(CA125) 24

How good do we do?

True Benign 75
True Cancer 13
Total 88
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Classifier performance

AUC 0.88 Receiver-Operating Characteristic
(Area underthe curve) (ROC) Curve
Sensitivity 73/(73+13) 0.85

TP/(TP+FN) 2
Specificity 75/(75+28) 0.73 S
TN/(TN+FP) g o
g o
True Benign 75 28 103 o

True Cancer 13 73 86 . | | | | |

0.0 0.2 04 0.6 0.8 1.0

Total 88 101 189
False positive rate
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Develop classifier using logistic regression

Fit logistic regression, modeling log odds of ovarian cancer (Y/N) vs.
CA-125 levels

Estimate the relationship between probability of cancer and CA-125
Construct Receiver-Operating Characteristic curve

Calculate AUC values

Select probability threshold for classification

Construct confusion matrix

Calculate sensitivity and specificity
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Fit logistic regression using Proc Logistic

4 Event A <
: TF Predictor
{ Binary Event probability vs. ]
predictor ROC data
set name
J

“lproc logistic data=o 1lots=EFFECT;
model diagnosis(event='Cancer') = logChlZs / outroc =rocout ctable;
output out=estimated predicted=estprob l1=lowerSS u=upperSs;

table

Classification ]

[ Output file name [ Data to output
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SAS Logistic Regression Output

« Significant positive relationship between the log
odds of cancer and CA-125 levels

Analysis of Maximum Likelihood Estimates

Standard Wald ]
Parameter DF Estimate Error Chi-Square Pr:> ChiSq * Estimate=1.08
Intercept 1 -4.8999 0.6894 20.9128 =.0001 e« Odds ratio =2.96

logCA125 | 1] 10854] 0.1513] 14024 <0001 « Forevery 1 pointincreasein log transformed values

of CA-125 the odds of cancer increases by nearly 3

Odds Ratio Estimates
95% Wald Odds ratios aren’t helpful for classification.
Effect Point Estimate Confidence Limits _ N
logCA125 2061 2201 3983 Need to convert output to estimate the probability

of cancer for a given CA-125 level.
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Converting from log odds to event probability

Analysis of Maximum Likelihood Estimates Logistic Regression Model
Standard Wald l p _
Parameter DF Estimate Error Chi-Square Pr> ChiSq n 1-p =a+ fx

Intercept 1 -4.8999 0.6894 205128 =.0001

p = probability of cancer
logCA125 1 1.0854 01513 014524 = 0001

a = intercept=-4.90
[ = CA-125 effect = 1.08

Re-arrange to estimate probability of cancer x = log(CA-125 value)
<1t;p> — ea+ﬁx | > p = (1 _p)ea+ﬁx= ea+ﬁx _pea+ﬁx E—) p + pea+ﬁx — ea+ﬁx
B et hx Probability of cancer for
» p(1+e™h*) = eathx » P= (1 + ex+Bx) specified value of CA-125
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Probability of Cancer vs. CA-125 levels
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Predicted Probabilities for Diagnosis=Cancer
With 95% Confidence Limits

1.00 O @O0 OOOD (OO OO INODEC IR O
Probability of cancer increases 075
with CA-125 levels
2z
g 0.50
Considerable overlap in B
distribution of CA-125 by 025
cancer status
0.00 D0 OEEGEEETTEY (D OOODE O O
0.0 25 5.0 75 100
logCA125
o Observed Fredicted
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How good is our model?
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As we did using observed values of CA-
125, we can construct an ROC curve
using the probabilities of cancer
estimated with fitted logistic regression.

Sensitivity

How does this one compare to the
previous one?
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1.00

0.75

0.50

0.25

0.00

ROC Curve for Model
Area Under the Curve = 08799

.00 0.25 0.50 075 1.00
1 - Specificity
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How good is our model, continued?

Observed Data Logistic Regression Model
ROC Curve for Model
o Area Under the Curve =0.8799
Qo - 1.00
{©
2 3
-g 075
o ©
v o _|
2
a < g 0.50
o _ § '
N
o _| 025
o
o _|
[ [ [ | [ | 0.00
00 02 04 06 08 10 0.00 025 050 075 100

1 - Specificity

False positive rate

They are identical. With only one predictor, the logistic regression model simply maps
the observed values onto a probability scale.
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Classification with logistic regression

RGSUltS Of a IOg'Stlc reg reSSIOn Predicted Probabilities for Diagnosis=Cancer
With 895% Confidence Limits

model can be expressed as the

probability of the condition (e.g.,

cancer)

This approach retains the most
information and is encouraged.

1.00 - O @O0 OO0 D OO T O

0.50 -

Probabilty

0.25 -

Often though, a binary classification
result is desired. . _ I

Can use in concert with predicted 00 25 50 78 100
probabilities to provide context. o9CATZ

o Observed Predicted
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How to choose a classification threshold?

In the_ 90n?ext of Ioglsth regression, Predicted Probabilities for Diagnosis=Cancer
classification threshold is a probability value 100 Y O N

above which a patient will be classified as
having the condition and below which the
patient will be classified as not having the
condition or vice versa depending on the

075 -

relationship. % 0.50 -
For this example, what do you think? e
What probability would you suggest for 00 25 50 75 100

logCA125

classifying cancer vs. benign?

o Observed Predicted

Clinical and Translational Science Center
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Considerations for specifying a classification threshold

Predicted Probabilities for Diagnosis=Cancer
With 95% Confidence Limits

1.00 @m@mmme

075

Suppose we selected 25%
probability as our
threshold.

- 9 false negatives

- 37 false positives J é

0.0 25 50 T7h 10.0
logCA125

Classify as

050
Not Cancer

Probabilty

Classify as Cancer

o Observed Predicted
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Considerations for specifying a classification threshold
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Predicted Probabilities for Diagnosis=Cancer
With 95% Confidence Limits

—

00 - O (I Ol CTENTIC OO TR (T (O

Suppose we selected 50%
probability as our
threshold.

- 19 false negatives

Classify as Cancer
050 i

Classify as
Not Cancer

Probabilty

- 22 false positives

025

Fewer false positives but
many more false negatives

which could be fatal. 50
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Considerations for specifying a classification threshold

Predicted Probabilities for Diagnosis=Cancer
With 95% Confidence Limits

—

Suppose we selected 75% R

probability as our

threshold.

- 40 false negatives § oo . Classify as Cancer
" & Classify as

- 4 false positives Not Cancer

Almost no false positives /

bUt m.any mOre false 0.00 | mnowmm-mﬁm @ | |

negatlves_ 0.0 25 50 75 10.0

logCA125
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Trade-off Between Sensitivity and Specificity

LOEEREIIIT L 0440 71 79 24 15 794 826 767 253 160

Correct Incorrect Percentages 0.460 70 79 24 16 788 814 767 255 168 @ ”Cta ble” Option in mOdeI

Prob Non- Non- Sensi- | Speci- False False 0.480 68 80 23 18 783 791 777 253 184

Level Event Event Event Event Correct tivity ficity POS NEG (.00 o/ g1 20 19 783 779 786 247 190 y I d h : bI

0.000 86 0 103 0 455 1000 00 545 - 05200 65 84 19 21 788 756 816 226 200 Sta te m e n t I e S t I S ta e

0.020 86 1 102 0 46.0 1000 1.0 543 0.0 0.540 61 85 18 25 772 709 825 228 227

0.040 86 7 96 0 492 100.0 68 527 00 0560 50 8 17 27 767 686 835 224 239 @ N u m be r Of CO r reCt a n d

0,060 85 19 a4 ] 550 988 184 497 50 0580 59 8 17 27 767 685 835 224 239 . . .

0.080 83 30 73 3 508 96 5 201 46 8 g1 e o7 88 1 29 67 663 834 208) 248 I n C O r r e Ct C I a S S I fl Ca tl O n S fo r
0620 57 91 12 29 783 663 883 174 242

0.100 82 37 66 4 630 953 358 446 98 4. 57 92 ¢ 20 788 663 893 162 240 h p b b I I I y | I

0120 81 46 57 5 672 942 447 413 98  og60 55 95 31 794 640 922 127 246 €ac ronani It eve

0140 81 52 51 5 704 942 505 386 88 0680 54 95 32 788 628 922 129 252 .. ..

0160 81 57 48 5 730 o042 553 362 84 0700 49 96 37 767 570 932 125 218 @ Se NSI t VI ty an d S pec | f| Cl ty fo r
0720 47 98 39 767 547 951 96 285

0.180 81 61 42 5 751 942 592 341 76 ope

0.200 81 64 39 5 767 942 621 325 72 0790| 48 99 | 767) 535 91| 80| 288 ea C h p ro ba bl I Ity | evel
0760 45 99 41 762 523 981 B2 203

0.220 80 B85 38 6 767 930 631 322 85 . o 5 751 500l w1l 85| 303

0.240 77 56 37 9 757 895 641 325 120

47 730 453 061 93 322 @ False POS = FP/(FP+TP)

0.800 39 99

o o0 o o0 o o W W W A& & B & U~ o o
F=y
o

0260 76 66 37 10 751 884 641 327 132 a0 ae 10p 30l 442 971 73| 324

0280 76 66 37 10 751 884 641 327 132 a0 35 100 =l 20| a19] 971 77| 333

0300 75 69 34 762 8r2 670 312 138 g0 31 100 55 693 360 o741 88 355 O Fa I se N E G = F N/( F N +T N )

0.320 74 71 32 12 76.7 86.0 689 302 145 0.880 28 103 58 893 326 1000 00! 360

0340 73 74 29 13 778 849 718 284 149 0900 27 103 50 688 314 1000 00 364 These are 1-PPV and 1-NPV for
0360 73 75 28 13 783 849 728 277 148 0920 23 103 63 667 267 1000 00 380 .

038 73 77 26 13 794 849 748 263 144 0940 20 103 86 651 233 1000 00 391 the prevalence In the data set.
0400 73 78 25 13 799 849 757 255 143 0960 12 103 74 608 140 1000 00 418

04200 72 79 24 14 799 837 767 250 151 0980 5 103 81 571 58 1000 00 440
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ROC table output provides similar information

E.E TA  (Receiver Operating Characteristics |i”£”£|
. No. of No. of No. of Mo. of Events ~
Probabil Comect Comect Monevents : _ =
LuEE".rvalrt!III ‘ Fredictehtl:l ‘ Predictehtl:l ‘ Predicted as ‘ Pﬁi‘:ﬂz?ﬁa; ‘ Sensitivity ‘ 1- Speciicity
Events Monevents Events
1 09973405612 1 103 0 85 0.011627307 1]
2 05526047612 2 103 0 84 0023255814 1]
3 05867056343 3 103 0 83 0.0348837209 1]
4 05845261303 4 103 0 a2 0.0465116279 1]
] 0. 5342580604 B 103 0 a1 0.05813595349 0
[ 05757870453 G 103 0 an 0.0697674419 1]
7 0979720279 7 103 0 7 0.0813553488 1]
a 05725536122 a 103 0 7 0.0930232553 1]
9 05712772322 ) 103 0 7 0.1046511628 1]
10 (0.5658687386 10 103 0 7 0.1162750653 0
11 05661415337 11 103 0 7 01275065767 1]
12 09661064287 12 103 0 7 0.1395348837 1]
13 05558306657 13 103 0 T 0.1511627307 1]
14 09554581406 14 103 0 7 0.1627306577 0
15 05565355178 15 103 0 7 0.1744186047 1]
16 0 9563945529 16 103 0 7 0.1860465116 1]
17 059552821503 7 103 0 69 0.1576744186 1]
18 09454563156 18 103 0 68 0.2093023256 0w

e “outroc” option in model statement yields this table
e Every point for ROC curve
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What is the “optimal” a classification threshold?

It depends on relative “cost” of false positives and false negatives.

What are the “costs” of a false negative?  What are the “costs” of a false positive?

1. Missed cancer diagnosis 1. Incorrect cancer diagnosis
 Unnecessary procedures, patientanxiety
2. Missed sepsis diagnosis 2. False sepsis alert
* Alert fatigue, unnecessary tests
3. Failing to identify patient no-show 3. Incorrect prediction of patient no-show

No one optimal answer.

Clinical and Translational Science Center 22
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Some options for threshold identification

1. Maximize Youden’ Index
Youden’s Index = Sensitivity + Specificity — 1

2. Closest to [0,1] point of ROC curve.

Minimize ER  ER (c) = (\/(1 ~Se ()" +(1-Sp (c))z)

3. Maximize Concordance Probability
CP = Sensitivity*Specificity

4. Maximize sensitivity at lowest acceptable specificity

Clinical and Translational Science Center 23
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Threshold identification for CA-125

Youden’s Index, Distance from [0,1], and Suppose we are more concerned about
Concordance Method all identify 41.3% as sensitivity but want specificity to be at least 70%.
‘optimal” cut-off For these criteria, the optimal cut-off is 33.0%.

Sensitivity = 84.9%  Specificity= 76.7%  Sensitivity = 86.0% Specificity = 70.0%

True Benign 79 24 True Benign /3 30

True Cancer 13 73 True Cancer 12 74

Minimum specificity approach picks up 1 more cancer case but at the
expense of 6 more false positives.

HEALTH Clinical and Translational Science Center 24



Summary

= Fit logistic regression model to relate probability of cancer to CA-125
levels

= Quantified model’'s overall performance for classification

= |dentified some alternative classification thresholds and considered
the trade-offs associated with these thresholds

Clinical and Translational Science Center 25
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Questions?

HEALTH Clinical and Translational Science Center 26



Multiple Logistic Regresion

HEALTH Clinical and Translational Science Center 27
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What if you want to consider more than 1 predictor?

" With only one predictor, fitting a logistic regression isn't
necessary to identify a cut-off.

— However, logistic regression could still be helpful by mapping observed

values to probabilities of the outcome about which we have some
Intuition.

" With more than one predictor, a model is necessary in order to
consider the compositive effects of the predictors on the risk of
the outcome

" Multiple logistic regression integrates the effect of multiple
predictors on the probability of the outcome

Clinical and Translational Science Center
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Fit multiple logistic regression using Proc Logistic

® Suppose we want to include age in our classification model

® Fit alogisticregression using Proc Logistic modeling cancer
outcome versus CA-125and age

* Estimate age-adjusted probability of cancer based on CA-125

—-Iproc logistic data=oc plots=EFFECT;

model diagnosis(event="Cancer') = logCAlZ2:5 age [/ outroc=rocout ctable;
output out=estimated predicted=estprob 1= erSs uv=upper9s;

Age added as
predictor

. ) . 29
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Characterize performance in same way as before

Inclusion of age slightly strengthened
relationship with CA-125

Because of age-matching, age effect

iIsn’t expected

Parameter DF Estimate
Intercept 1 71162
logCA125 1 1.1479
Age 1 00323

Standard

Wald

Error Chi-Square Pr> ChiSq

1.4100
0.1617
0.0169

254716 <0001
00.3822 =.0001
3.6035 0.0560

Odds Ratio Estimates

95% Wald
Effect Point Estimate Confidence Limits
logCA125 3.152 2.295 4 327
Age 1.033 0.999 1.068

HEALTH
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Very small increase in AUC

ROC Curve for Model
Area Under the Curve = 0 8867

1.00

0.75

050

Sensitivity

0.25

0.00

0.00 025 0.50 075 1.00
1 - Specificity

30



Threshold identification for age-adjusted CA-125 model

Youden’s Index, Distance from [0,1], and Concordance Method

Age-Adjusted Model Not Age-Adjusted Model

All methods identify 45.0% as “optimal”

Sensitivity = 86.0%  Specificity= 82.5% Sensitivity = 84.9%  Specificity= 76.7%
True Benign 85 18 True Benign 79 24
True Cancer 12 74 True Cancer 13 73

Age-adjusted model reduced the false positivesby 6
and false negatives by 1.
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Multiple Logistic Regression Classification

= \With one predictor, a probability from logistic regression can be
translated back to a CA-125 value

— One-to-one correspondence between CA-125 and cancer probability
= With multiple predictors, no longer have this

= With multiple logistic regression, many predictors are taken into
account to estimate probability of cancer

— For classification, would need to calculate this probability

. ) . 32
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To summarize

= Logistic regression can be used to estimate the probability of a binary
outcome based on one or more predictors

= Classification thresholds can be selected using these probabilities
— Several methods are available for choosing a threshold

= Selecting a classification threshold entails balancing the relative costs
of false positives and false negatives.

— Costs are context dependent

= A statistically significant difference between cases and controls does
not guarantee acceptable discriminatory performance for clinical use

. ) . 33
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Cautions on developing classification models:

Need for training and test sets

If your objective is to develop a clinical classification model, it is
iImperative to have completely separate training and test sets.

= Conduct ALL model development steps using ONLY the training set

= Build a model using a training set and evaluate performance on test sets

— Models perform better on the data used to build them than on
Independent data

= Models should be validated on a third independent data set reflective of
world conditions (e.g., event prevalence, data availability and quality, etc.)

HEALTH Clinical and Translational Science Center 34



Cautions on developing classification models:

Predictor selection

HEALTH

= Carefully consider predictors to include in model development

= Smaller of the number of events and non-events drives maximum
number of predictors that can be reliably estimated

= Rough guideline is 10-20 events per predictor
= Avoid including highly correlated predictors

= Penalized approaches (LASSO, Ridge, Elastic Net) can be
valuable variable selection methods in logistic regression context

Clinical and Translational Science Center 35



Help is avallable

= CTSC and Cancer Center Biostatistics Office Hours
— Every Tuesday from 12 — 2:00 currently via WebEx
— Sign-up through the CTSC Biostatistics Website

= EHS Biostatistics Office Hours

— Upon request

= Request Biostatistics Consultations
- CTSC
- MIND IDDRC

— Cancer Center Shared Resource
— EHS Center

. ) . 37
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